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 A B S T R A C T

Kinetic modeling of complex, multi-component decomposition processes is typically challenging, and often 
requires extensive mechanistic knowledge and data from multiple techniques. This work presents a systematic 
framework to address these challenges, by employing a hierarchical approach to kinetic analysis, applied 
to experimental data from a single thermoanalytical technique, and without relying on compositional or 
mechanistic information, to develop an accurate reduced-order model of the thermal decomposition of 
munitions wastewater at 5 MPa. Composite heat flow signals obtained at 5–20 ◦C/min were resolved into seven 
peaks with an iterative deconvolution procedure by leveraging features in the original signals and subsequent 
residuals. Kinetic parameters for these peaks were estimated with isoconversional analysis and model fitting, 
refined through ODE optimization, and combined with independently modeled peak weights to construct the 
reduced-order model. This model was extended into a multi-step model by assigning semi-global reactions to 
deconvoluted peaks based on alignment with expected reaction behaviors. Both models reproduce experimental 
conversion profiles with 𝑟2 ≥ 0.996, demonstrating the method’s effectiveness in analyzing highly overlapped 
multi-step reactions. The methodology presented here offers a framework that could be adapted for effective 
kinetic analysis of other similarly challenging systems.
1. Introduction

Ammonium nitrate (AN) is used extensively in many propellants and 
industrial explosives [1–3] due to its high oxygen balance of +20% [4], 
often leading to AN-laden waste products which require careful dis-
posal measures to mitigate associated environmental risks [5–7]. We 
discussed one such waste product, called the AN Solution (ANSol) 
wastewater, and demonstrated the feasibility of energy harvest from 
its thermal decomposition in our previous work [8]. This wastewater 
consists of AN, mono-, di-, and tri-methylammonium nitrates (MAN, 
DMAN, TMAN), and explosives (RDX and HMX), has a gravimetric 
energy density of 4.07 MJ kg−1, and produces an exhaust stream con-
sisting of 53.7% H2O, 22% N2, 12% CO2, and 12.2% N2O by mass. The 
ideal decomposition and the standard enthalpy of reaction of 1 kg of the 
ANSol wastewater is shown in reaction R1. The standard enthalpy of 
reaction is calculated from the standard enthalpies of formation of the 
reactants and products (including enthalpies of solution for dissolved 
species) using data from [9–13]. 

8.12NH4NO3 (aq) + 1.91 [CH3NH3]NO3 (aq) + 0.09 [(CH3)2NH2]NO3 (aq) +

0.08 [(CH3)3NH]NO3 (aq)+0.07C3H6N6O6 (s)+0.05C4H8N8O8 (s)+6.67H2O (l)

∗ Corresponding author.
E-mail address: radhikari.acad@gmail.com (R. Adhikari).

←←←←←←←←←←←←←←←←←→ 2.75CO2 (g) + 7.84N2 (g) + 29.84H2O (l) + 2.77N2O (g),

𝛥𝐻0
𝑟𝑥𝑛 = −4.07MJ∕kg (R1)

Large-scale reactors would be required for the thermal destruc-
tion of industrial quantities of the ANSol wastewater. However, the 
composition and energy content of this wastewater means that its 
treatment in large batch reactors could result in runaway reactions, 
due to a low cooling number associated with these reactors [14]. 
Therefore, continuous decomposition in a flow reactor is a lower-risk 
experimental approach when investigating the scalability of utilizing 
the ANSol wastewater as a fuel. Such a scale-up would benefit from a 
theoretical tool capable of predicting the wastewater conversion across 
the reactor’s operation parameter space. Accordingly, this work aims to 
develop a reduced-order model of the ANSol wastewater decomposition 
as a theoretical tool to inform and complement experimental works in 
a flow reactor.

Detailed reaction kinetics simulation of the munitions wastewater 
decomposition using tools such as CHEMKIN [15] and Cantera [16] 
can provide important insights into the decomposition process and 
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chemical pathways. However, the presence of multiple reactants, in-
cluding AN, MANs, and explosives, and the inevitable production of 
numerous intermediates, makes such simulation of the wastewater 
decomposition challenging, and will likely require integrating multiple 
reaction mechanisms, as done by Mosevitzky et al. [17] for combustion 
simulations of urea and AN fuel. An additional challenge is that the 
exact composition of the ANSol wastewater can vary according to 
upstream products and processes [8], and it is desirable to apply the 
thermal destruction treatment to wastewaters of varying compositions 
in a production-level setting.

While all species in the wastewater contain oxygen, we consider AN, 
the only species with a positive oxygen balance in the mixture, to act as 
the oxidizer for the other ‘‘fuel’’ species. It is therefore reasonable to as-
sume that the wastewater decomposition consists of multiple reactions 
competing over the oxidizing species produced from AN, primarily 
via either an ionic dissociation [18], or a radical decomposition [19]. 
Moreover, the DSC curves of the wastewater decomposition we re-
ported in [8] showed distinct features at or immediately following the 
decomposition temperatures of the fuel species, suggesting consecutive 
reactions driving the decomposition process. Overall, the wastewater 
decomposition is a complex process with many non-independent re-
actions, which makes it particularly challenging to model this process 
with traditional kinetic analysis techniques.

Techniques typically used for kinetic analysis of thermoanalytical 
signals are based on the rate equation for single-step reactions [20,21]. 
Application of these techniques to complex reactions consisting of 
independent steps is usually straightforward, but kinetic analysis of 
complex reactions with non-independent steps is challenging [22–24]. 
Some examples of these challenges include: (a) identifying the correct 
number of rate-limiting steps and their reaction models [25,26], (b) 
obtaining independent mechanistic information to determine reaction 
steps and models in case of significant overlapping [20], (c) obtaining 
reliable initial values for model parameters via physicochemical and 
microscopic techniques [27], (d) separating thermal effects with op-
positely signed thermoanalytical signals [28,29], (e) selecting from a 
very large number of candidate model combinations when the number 
of rate-limiting steps constituting the complex process increase [30], 
and (f) implementing non-linear regression approaches [20] that are 
computationally expensive and difficult [31].

Nevertheless, the importance of rigorous solutions of the kinetics 
of complex processes for many practical purposes [28] has inspired 
multiple works with various approaches to the problem [22,26–28,
32–41]. Many studies typically utilize multiple techniques of thermal 
analysis and material characterization to aid in developing multi-step 
kinetic models of complex reactions [42–45]. One noteworthy point 
about these works is that they typically deal with thermoanalytical 
signals comprising two to four peaks, some of which are distinct due 
to a low degree of overlapping. In contrast, the munitions wastewater 
has six reacting species excluding water (reaction R1), one of which 
is considered to be the oxidizer, and the others are considered to be 
the fuel species. Therefore, the decomposition process consists of at 
least five semi-global reactions. Moreover, as shall be seen later, the 
signals representing ‘‘pseudo-reactions’’ in the DSC heat flow curves of 
the wastewater decomposition are highly overlapped, making kinetic 
analysis even more complicated.

To address these challenges in modeling the wastewater decom-
position, we employ a systematic hierarchical approach to kinetic 
analysis, aiming to develop a predictive reduced-order model of the 
decomposition process without considering the sample composition or 
the reaction pathways. In addition, we aim to develop a generalized 
computation procedure that can be applied to obtain similar models 
for wastewater streams of varying compositions, or for decomposition 
under different thermal loads. Overall, our focus is on developing 
robust empirical models for predictive purposes, rather than extracting 
fundamental kinetic parameters. Therefore, the reduced-order model 
2 
Table 1
Species and elemental composition of the Final Sludge munitions wastewater.
 Species Mass % Elements Mass % 
 Ammonium Nitrate (AN) 65 Carbon 3.4  
 Methylammonium Nitrate (MAN) 18 Hydrogen 6.1  
 Water 12 Nitrogen 29.4  
 Dimethylammonium nitrate (DMAN) 1 Oxygen 61.1  
 Trimethylammonium nitrate (TMAN) 1  
 Explosives (RDX and HMX) 3  

is developed from kinetic analysis of DSC heat flow signals alone, 
simplifying data collection for future applications to diverse streams. 
First, we sequentially employ mathematical deconvolution, isoconver-
sional analysis, model fitting, and ODE optimization of kinetic param-
eters to develop the reduced-order model. Thereafter, a comprehensive 
multi-step model that can consider interactions between different re-
actions [20] is developed by supplementing the reduced-order model 
with mechanistic information regarding the sample composition and 
semi-global reactions comprising the decomposition process.

2. Materials and methods

An overview of the method used in this work is illustrated in Fig. 
1.

2.1. Sample material

A type of munitions wastewater called the final sludge (FS) ANSol 
wastewater was obtained from an industrial munitions plant. The com-
position of this wastewater, by mass percentages of constituting species 
and elements, is provided in Table  1.

2.2. Thermal analysis

Thermal analysis of the wastewater decomposition was performed 
in a High-Pressure Differential Scanning Calorimeter (HP DSC 2+) from 
Mettler Toledo, calibrated for heat flow and temperature measurements 
with zinc and indium. The procedure for this analysis is similar to 
what we used in our previous work [8], except using smaller sample 
masses and lower purge gas flow rates in this work. Before sample 
preparation, the sample container was submerged in a water bath at 
80 ◦C for two hours to prevent precipitation of AN and MANs and 
obtain a homogeneous mixture. Small samples of masses between 3 
to 4 mg were prepared in standard 40 µL aluminum crucibles with 
approximately 0.5 mm diameter holes in the lids. The small sample 
size ensures uniform temperature distribution in the sample and pre-
vents self-heating [25,46]. Experiments were performed under an inert 
research grade N2 environment at 5 MPa pressure, and evolved gaseous 
species were purged out of the DSC with a 50 mL/min flow of N2. 
The selected pressure is representative of the operating pressure of a 
continuous flow reactor for thermal destruction of the wastewater. The 
basis for this selection is our prior work in analyzing the FS wastewater 
decomposition, where experiments above 5 MPa resulted in minimal 
increases in enthalpy release, and small further decreases in quantities 
of harmful gases [8]. Similar trends in quantities of pollutant gases were 
also found in an analysis of urea and ammonium nitrate (UAN) fuel 
by Dana et al. [47,48].

The sample was heated from 40 ◦C to 400 ◦C at four different 
heating rates of 5, 10, 15, and 20 ◦C/min. The use of multiple heating 
rates follows the recommendations of the ICTAC kinetics committee 
for kinetic analysis using nonisothermal methods [25,49,50]. All DSC 
curves of the wastewater decomposition were blank-corrected before 
further analysis, and the decomposition enthalpies were determined 
from the areas between the exothermic segments and appropriately 
selected spline baselines.



R. Adhikari et al. Thermochimica Acta 750 (2025) 180038 
Fig. 1. Flowchart of the hierarchical approach to kinetic analysis for development of predictive reduced-order and multi-step models of the complex munitions wastewater 
decomposition process.
The DSC curves of the wastewater decomposition show a broad 
endothermic peak from water vaporization, followed by an exothermic 
decomposition of the sample. Modeling the entire process would re-
quire treating these opposing effects separately, as directly combining 
them would result in negative conversions during the initial endother-
mic stage. Therefore, in the reduced-order model, we focus on modeling 
the decomposition process represented by the exothermic segments of 
the DSC curves. We then develop a multi-step model, in which water 
effects are considered through separate expressions for the vaporization 
and removal of water, and for the inhibition of sample decomposition 
due to water content. In both models, ODE simulations are initiated 
well before the experimental onset of decomposition, ensuring that the 
effects of water content on sample decomposition are incorporated in 
our kinetic solutions.

2.3. Multi-step kinetic analysis

Kinetic analysis is concerned with the rate of chemical reactions, 
and the measurement and parameterization of chemical process rates
[25,51]. In condensed phase and heterogeneous kinetics, the rate 
equation is often expressed in terms of conversion (𝛼) as shown in 
Eq. (1) [52]. 
𝑑𝛼
𝑑𝑡

= 𝑘(𝑇 )𝑓 (𝛼) (1)

The reaction rate 𝑑𝛼∕𝑑𝑡 also depends on the pressure [25,50,53], 
but this dependence is ignored in this work since all experiments were 
carried out at the same pressure. The rate constant 𝑘(𝑇 ) is almost 
always interpreted in terms of the Arrhenius equation [54], which 
results in the reaction rate equation being expressed as Eq. (2). 
𝑑𝛼
𝑑𝑡

= 𝐴 exp
(

−𝐸𝛼
R𝑇

)

𝑓 (𝛼) (2)

Here, 𝐴, 𝐸𝛼 , and 𝑓 (𝛼) represent the pre-exponential factor, activa-
tion energy, and the reaction model, respectively. Together, these terms 
3 
are called the kinetic triplets, and kinetic analysis aims to determine 
these triplets for a single-step reaction, or multiple sets of these triplets 
for complex multi-step reactions [25]. For complex reactions, the over-
all conversion and reaction rate are given as the sum of individual 
conversions and reaction rates as shown in Eqs. (3) and (4), where 𝑤𝑖
represents the weights or contributions of individual reactions [20,28]. 
𝛼 =

∑

𝑖
𝑤𝑖𝛼𝑖,

∑

𝑖
𝑤𝑖 = 1 (3)

𝑑𝛼
𝑑𝑡

=
∑

𝑖
𝑤𝑖

𝑑𝛼𝑖
𝑑𝑡

=
∑

𝑖
𝑤𝑖𝐴𝑖 exp

(−𝐸𝛼,𝑖

R𝑇𝑖

)

𝑓𝑖(𝛼),
∑

𝑖
𝑤𝑖 = 1 (4)

In this work, the strategy for multi-step kinetic analysis of the 
munitions wastewater decomposition is to determine 𝑛 sets of kinetic 
triplets, where 𝑛 is the fewest number of pseudo-reactions required 
to reproduce the composite 𝑑𝛼∕𝑑𝑡 profiles of the wastewater decom-
position, according to Eqs. (3) and (4). This strategy of using as few 
individual steps as possible is consistent with the recommendations of 
the ICTAC kinetics committee [20] for multi-step analysis of complex 
processes.

We first resolve the experimental exotherms into 𝑛 peaks with math-
ematical deconvolution (Section 2.3.1), and require that the coefficient 
of determination (𝑟2) between the experimental data and the sum of 
deconvoluted peaks is equal to or greater than 0.95. Subsequently, we 
determine the kinetic triplets of the individual peaks via isoconver-
sional analysis and model fitting (Sections 2.3.2 and 2.3.3), and require 
that each peak be fitted by a reaction model with 𝑟2 ≥ 0.95. While 𝑟2
is typically used for evaluating linear regression models rather than 
for non-linear curve fitting and kinetic predictions, we report these 
following the recommendations of the ICTAC kinetics committee [20]. 
Therefore, we also rely on visual inspection of the fits to evaluate the 
performance of our modeling approach.

2.3.1. Mathematical deconvolution
We perform mathematical deconvolution on the exothermic seg-

ments of the DSC curves of the wastewater decomposition to break 
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down the composite exotherms into 𝑛 individual peaks, each expressed 
by a mathematical function, as shown in Eq. (5). 
𝑑𝐻
𝑑𝑡

=
𝑛
∑

𝑖=1
𝐹𝑖(𝑡) (5)

The rationale underlying this approach is the assumption that the 
overall exothermic segment is composed of multiple pseudo-reactions 
that together yield the observed heat flow rate (𝑑𝐻∕𝑑𝑡) curves and the 
total enthalpy (𝛥𝐻𝑡𝑜𝑡), as shown in Eqs. (6) and (7). 
𝑑𝐻
𝑑𝑡

=
𝑛
∑

𝑖=1

𝑑𝐻𝑖
𝑑𝑡

(6)

𝛥𝐻𝑡𝑜𝑡 =
𝑛
∑

𝑖=1
𝛥𝐻𝑖 (7)

In kinetic analysis of heat flow signals, the conversion and reaction 
rate for a process are obtained by normalizing the mass-specific partial 
heat of reaction 𝛥𝐻(𝑡) and instantaneous heat flow rate 𝑑𝐻(𝑡)∕𝑑𝑡
by the total heat of reaction (𝛥𝐻𝑡𝑜𝑡), as shown in Eqs. (8) and (9) 
respectively [55,56]. 

𝛼 =
𝛥𝐻(𝑡)
𝛥𝐻𝑡𝑜𝑡

(8)

𝑑𝛼
𝑑𝑡

= 1
𝛥𝐻𝑡𝑜𝑡

𝑑𝐻
𝑑𝑡

(9)

Similarly, the reaction rate of a deconvoluted peak can be expressed 
as: 
𝑑𝛼𝑖
𝑑𝑡

= 1
𝛥𝐻𝑖

𝑑𝐻𝑖
𝑑𝑡

(10)

The overall reaction rate in Eq. (9) can be expressed in terms of 
deconvoluted peaks by substituting the expression for 𝑑𝐻∕𝑑𝑡 from 
Eq. (6): 
𝑑𝛼
𝑑𝑡

= 1
𝛥𝐻𝑡𝑜𝑡

𝑛
∑

𝑖=1

𝑑𝐻𝑖
𝑑𝑡

(11)

Expressing 𝑑𝐻𝑖∕𝑑𝑡 in terms of 𝑑𝛼𝑖∕𝑑𝑡 in Eq. (11) gives: 
𝑑𝛼
𝑑𝑡

= 1
𝛥𝐻𝑡𝑜𝑡

𝑛
∑

𝑖=1
𝛥𝐻𝑖

𝑑𝛼𝑖
𝑑𝑡

=
𝑛
∑

𝑖=1

𝛥𝐻𝑖
𝛥𝐻𝑡𝑜𝑡

𝑑𝛼𝑖
𝑑𝑡

(12)

Comparing Eq. (12) with Eq. (4) shows that our approach is equiv-
alent to an alternative approach of performing deconvolution on the 
𝑑𝛼∕𝑑𝑡 curves, but provides reliable estimates for the weight of each 
deconvoluted peak as its contribution to the total measured enthalpy 
(𝑤𝑖 = 𝛥𝐻𝑖∕𝛥𝐻𝑡𝑜𝑡). Calculating weights through deconvolution of the 
𝑑𝐻∕𝑑𝑡 curves is a feature of our hierarchical approach that reduces 
the number of parameters that need to be optimized simultaneously, 
and eliminates the need to assume potentially unreliable estimates 
for the weight parameters. Furthermore, simultaneous optimization of 
weights often requires imposing non-linear constraints so that Eq.  (3) is 
satisfied, which adds to the complexity and computational expenditure 
of the optimization process.

We use the Fraser-Suzuki function [57,58] as the mathematical 
function 𝐹𝑖(𝑡) in Eq. (5) for its asymmetry parameter, since reaction rate 
curves generally have asymmetric shapes [59], and because it has been 
reported to fit different reaction rate profiles better than other functions 
and yield correct kinetic parameters in subsequent kinetic analysis [32]. 
The mathematical expression of the Fraser-Suzuki function is provided 
in Eq. (13), where, parameters 𝑎, 𝑝, 𝑤, and 𝑠 represent the peak’s 
amplitude, position, half-width, and shape (asymmetry) respectively, 
and 𝑇  represents the temperature. 

𝐹 (𝑡) = 𝑎 exp
⎡

⎢

⎢

⎢

⎣

−ln 2

⎡

⎢

⎢

⎢

⎣

ln
(

1 + 2𝑠 𝑇−𝑝𝑤

)

𝑠

⎤

⎥

⎥

⎥

⎦

2
⎤

⎥

⎥

⎥

⎦

(13)

Our systematic approach to mathematical deconvolution is an it-
erative process comprising the steps listed below. This approach is 
illustrated in Fig.  2, which shows its application to the exotherm 
at the lowest heating rate of 5 ◦C/min. While acceptable 𝑟2 values 
4 
(≥ 0.95) for fits between the experimental exotherm and the sum of 
deconvoluted peaks were achieved with 5 and 6 peaks, the criterion of 
𝑟2 ≥ 0.95 for fits between deconvoluted peaks and reaction model fits 
was achieved with seven peaks. Therefore, Fig.  2 shows the mathemat-
ical deconvolution with seven peaks, which satisfied both acceptance 
criteria.

1. Inflection points (locations of local maximum heat flow) were 
identified in the composite exotherm obtained at the lowest 
heating rate (5 ◦C/min) by visual inspection. Each inflection 
point was considered to be the position of an individual peak, 
and initial guesses for its Fraser-Suzuki parameters 𝑎, 𝑝, 𝑤, and 
𝑠 were determined manually to roughly fit the composite peak. 
The half-width parameter (𝑤) was made as large as reason-
ably possible to keep the number of deconvoluted peaks to a 
minimum.

2. The residual obtained by subtracting the sum of individual peaks 
from the composite peak was observed to identify the presence 
and positions of additional peaks, if any. Initial guesses for the 
Fraser-Suzuki parameters were determined manually again. This 
iterative process was repeated until the residual no longer ex-
hibited distinct peak-like features and consisted only of random 
signals.

3. Parameters 𝑎, 𝑝, 𝑤, and 𝑠 for all peaks were simultaneously 
optimized with the interior-point algorithm [60] in Matlab. The 
constraints were chosen based on observation of the experimen-
tal exothermic segment. Specifically, the limits for the position 
parameters were determined from the onset and endset tempera-
tures of the exotherm, while those for the amplitude parameters 
were set to zero and the maximum heat flow rate in the ex-
perimental data. The limits for the width and shape parameters 
were set to ensure that the peaks would not extend beyond 
the range of the experimental exotherm. Therefore, the imposed 
constraints were broad enough to prevent incorrect values with-
out forcing the solutions within an overly narrow basin. The 
objective function of this optimization was the root mean square 
error (RMSE) as shown in Eq. (14). 

𝑅𝑀𝑆𝐸𝑗 =

√

√

√

√
1
𝑃

𝑃
∑

𝑘=1

[

(𝑑𝐻
𝑑𝑡

)

𝑒𝑥𝑝,𝑗,𝑘
−
(𝑑𝐻

𝑑𝑡

)

𝑓𝑖𝑡,𝑗,𝑘

]2
(14)

Here, 𝑘 and 𝑃  represent the index and total number of data 
points in the experimental and fitted curves, respectively, and 𝑗
represents the heating rate. The fitted heat flow curve (𝑑𝐻∕𝑑𝑡)𝑓𝑖𝑡
is the sum of all deconvoluted peaks, as shown in Eq. (15), where 
𝑖 is the index of the deconvoluted peaks. 
(𝑑𝐻

𝑑𝑡

)

𝑓𝑖𝑡
=

𝑛
∑

𝑖=1

(

𝑑𝐻𝑖
𝑑𝑡

)

𝑓𝑖𝑡
(15)

4. Step 3 was then repeated on the exotherms obtained at the 
higher heating rates (10, 15, and 20 ◦C/min), one at a time, 
with the same number of peaks. For each peak, optimized val-
ues for the position and amplitude parameters from the lower 
heating rate program were set as the lower bounds because 
the exotherms of the wastewater decomposition shift to higher 
temperatures and are taller at higher heating rates. This behavior 
is to be expected in kinetic analysis [25], particularly for the 
range of temperature ramps used in this work. The upper bounds 
for these parameters were chosen based on observation of the 
corresponding heat flow rate curves. The half-width and shape 
parameters were allowed to deviate ±10% and ±3%, respectively, 
from the optimized values obtained for the lower heating rate 
data. This is expected to account for changes in how corre-
sponding pseudo-reactions progress at different heating rates 
due to mutual interactions, which is ignored by mathematical 
deconvolution [20].
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Fig. 2. Illustration of the mathematical deconvolution procedure on the composite exotherm at 5 ◦C/min: (A-F) Manual exploration and adjustment, and (G) optimization of the 
number of peaks and corresponding Fraser-Suzuki parameters (steps 1 to 3); (H) final optimization of the Fraser-Suzuki parameters with conversion-related penalties (step 5) that 
satisfied the acceptance criterion between deconvoluted peaks and empirical model fits (step 6).
5. The Fraser-Suzuki function parameters of all peaks at different 
heating rates, optimized consecutively as described in steps 3 
and 4, were further optimized simultaneously with Matlab’s 
global search function using the interior-point algorithm [60] 
for local optimization. At this step, the conversion curves of 
each peak at all heating rates were determined as part of the 
optimization. In kinetic analysis, these curves are expected to 
shift to higher temperatures at higher heating rates without 
intersecting, and as discussed in the previous point, this behavior 
is especially pertinent to our study. Therefore, penalties, in the 
form of large values, were added to the objective function if 
these conditions were not satisfied. The objective function at 
this step is the sum of RMSE values at individual heating rates, 
shown in Eq. (14). This optimization procedure resulted in over-
all fits with 𝑟2 values exceeding 0.95, meeting our acceptance 
criterion for deconvolution results.

6. The kinetic triplets of deconvoluted peaks were determined as 
outlined in Sections 2.3.2 and 2.3.3, and the 𝑟2 values of fits 
between deconvoluted peaks and their reaction model fits were 
5 
analyzed. Any peak with unsatisfactory fits, based on visual 
inspection and coefficient of determination (𝑟2) below 0.95, was 
further resolved into two peaks, and the whole process was 
repeated until this criterion was met.

2.3.2. Isoconversional analysis
Isoconversional methods for kinetic analysis are based on the as-

sumption that the reaction rate at any extent of conversion depends 
only on the temperature, which allows determining the activation 
energy of the reaction without any knowledge or assumptions about 
the governing reaction mechanism(s) [25]. We use the differential 
isoconversional method of Friedman [61] to determine the isocon-
versional activation energy (𝐸𝛼) of the mathematically deconvoluted 
peaks. This method is based on Eq. (16) which is obtained by applying 
the isoconversional principle to the reaction rate Eq. (9). Using this 
method, the activation energies at different extents of conversion (𝐸𝛼)
are obtained from the slopes of the plots of ln(𝑑𝛼∕𝑑𝑡)𝛼,𝑗 against 1∕𝑇𝛼,𝑗 . 

ln
(𝑑𝛼 ) = ln

[

𝑓 (𝛼)𝐴𝛼
]

−
𝐸𝛼 (16)
𝑑𝑡 𝛼,𝑗 R𝑇𝛼,𝑗
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Here, 𝑗 represents the indices of the temperature ramps used in ther-
mal analysis. When nonisothermal methods, such as constant heating 
rate programs, are used, it is common to use Friedman method as in 
Eq. (16) [24,28,36,62], and in a slightly different form that includes the 
heating rate (𝛽) as well [25,26,33]. In this work, we use Eq. (16) since 
it allows the use of actual sample temperature instead of the reference 
temperature if available [25]. However, we use the reference temper-
ature for our modeling due to the difficulty of accurately determining 
the actual sample temperature during exothermic decomposition.

We choose the Friedman method for isoconversional analysis since 
it is appropriate for differential signals such as DSC data, and does not 
rely on approximations and assumptions, unlike many integral methods 
used in kinetic analysis [25]. While the difficulties in correctly deter-
mining the baseline in differential data can result in inaccuracies [63], 
this limitation would apply to both differential and integral methods in 
this work, since kinetic analysis is performed on exothermic segments 
obtained by removing the baseline from experimental curves.

2.3.3. Pre-exponential factor and reaction model
The variation in 𝐸𝛼 with conversion of individual peaks decon-

voluted in this work indicates that these peaks cannot be considered 
effectively ‘‘single-step’’, as the acceptance criterion is based on fits 
with empirical reaction models rather than constancy of 𝐸𝛼 . This 
characteristic makes the master plot method [64], widely used for 
determining the pre-exponential factor and the reaction mechanism, 
unsuitable for further analysis in our case. Therefore, we employ the 
kinetic compensation effect (KCE), a frequently observed phenomenon 
in kinetic analysis that manifests as a linear relationship between ln(𝐴)
and 𝐸𝛼 of a process determined from different approaches, as shown 
in Eq. (17). Expressing 𝐴 in terms of 𝐸𝛼 , which is determined using 
the Friedman method, allows fitting of various reaction models to the 
experimental data, or deconvoluted peaks in this case. 
ln(𝐴𝛼) = 𝑎𝐸𝛼 + 𝑏 (17)

The occurrence of KCE has been ascribed to random errors in kinetic 
measurements [65], or to the selection of incorrect reaction models or 
inappropriate computation techniques [27], or to the exponential form 
of the rate constant [66]. Since our work is focused on reproducing 
the experimentally observed exothermic decomposition behavior of 
the munitions wastewater, we can employ Eq. (17) to simultaneously 
obtain 𝐴 and 𝑓 (𝛼). To do this, the rate equation for each deconvoluted 
peak 𝑖 is expressed as shown in Eq. (18). 
𝑑𝛼𝑖
𝑑𝑡

=
[

exp(𝑎𝐸𝛼,𝑖 + 𝑏)
]

exp
(−𝐸𝛼,𝑖

R𝑇

)

𝑓𝑖(𝛼) (18)

Parameters 𝑎 and 𝑏 that govern 𝐴 are influenced by the selection 
of the reaction model 𝑓 (𝛼), for which we consider both mechanistic 
and empirical models. The mechanistic models are included solely as 
empirical fitting functions, with no mechanistic interpretation implied, 
and the empirical models are considered since they are likely to 
fit deconvoluted peaks better. Accordingly, twenty-seven mechanistic 
models of different types (order of reaction, diffusion, nucleation, and 
geometric contraction models) compiled by Açıkalın [67] were used. 
The empirical reaction models considered include 𝑛th order reaction 
model (Eq. (19)) [25], Šesták-Berggren model (Eq. (20)) [68], two vari-
ations of truncated Šesták-Berggren model (Eqs.  (21) and (22)) [69], 
introduced by Akulov [70], and also referred to as the extended 
Prout-Tompkins model [25], nucleation-growth Johnson-Mehl-Avrami-
Kolmogorov (JMAK) model (Eq. (23)) [71], and 𝑛th order reaction 
model with autocatalysis (Eq. (24)) [72]. 
𝑓 (𝛼) = (1 − 𝛼)𝑛 (19)

𝑓 (𝛼) = 𝛼𝑚 (1 − 𝛼)𝑛 [−ln(1 − 𝛼)]𝑝 (20)

𝑓 (𝛼) = 𝑐 𝛼𝑚(1 − 𝛼)𝑛 (21)
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𝑓 (𝛼) = 𝛼𝑚(1 − 𝛼)𝑛 (22)

𝑓 (𝛼) = 𝑚 (1 − 𝛼)[−ln(1 − 𝛼)]1−1∕𝑚 (23)

𝑓 (𝛼) = (1 − 𝛼)𝑛(1 −𝐾𝛼) (24)

The parameters governing the reaction rate, as expressed in Eq. (18),
include parameters 𝑎 and 𝑏 when using mechanistic models, and param-
eters 𝑐, 𝐾, 𝑚, 𝑛, and 𝑝 in addition when using empirical models. These 
parameters were determined by constrained optimization of the RMSE 
between deconvoluted and fitted curves for each peak individually, as 
shown in Eq. (25), where 𝑖, 𝑗, and 𝑘 are indices of the deconvoluted 
peaks, heating rates, and the data points, respectively. Optimization 
was performed in Matlab using the interior-point algorithm [60]. For 
mechanistic models, local optimization was found to be sufficient, 
while global optimization was necessary for the empirical models due 
to the higher number of variables to be optimized. 

𝑅𝑀𝑆𝐸𝑖 =
𝑀
∑

𝑗=1

⎡

⎢

⎢

⎣

√

√

√

√
1
𝑃

𝑃
∑

𝑘=1

[

(𝑑𝛼
𝑑𝑡

)

𝑑𝑒𝑐𝑜𝑛𝑣,𝑖,𝑘
−
(𝑑𝛼
𝑑𝑡

)

𝑓𝑖𝑡,𝑖,𝑘

]2 ⎤

⎥

⎥

⎦

(25)

As part of the hierarchical approach in building the reduced-order 
model, this step focused on identifying promising reaction models and 
initial values of corresponding parameters with simple procedures for 
a more rigorous treatment afterward. First, the temperature depen-
dence of conversion (𝛼 − 𝑇 ) of deconvoluted peaks is imposed on 
the fitted reaction rate peaks (𝑑𝛼∕𝑑𝑡) in Eq. (25), instead of allowing 
such dependence to evolve by solving the corresponding differential 
equations, which is significantly more computationally expensive. In 
addition, parameters for each peak and reaction model combination 
were first optimized independently to avoid the large number of model 
combinations encountered when solving all peaks simultaneously. For 
each peak, the reaction model that produced the best fit, based on 
RMSE and 𝑟2 values, and visual inspection, was determined to be the 
governing mechanism of the pseudo-reaction it represents for further 
refinement.

2.3.4. ODE optimization of kinetic parameters
To develop the reduced-order model of the wastewater decomposi-

tion, the kinetic triplets of each peak determined so far were refined 
further with ODE optimization. The weights of deconvoluted peaks 
are modeled independently and combined with the refined kinetic 
parameters (Section 3.4) to obtain the reduced-order model predictions 
of the overall process.

The activation energies of the deconvoluted peaks were initially 
estimated in Section 2.3.2 by enforcing the temperature dependence of 
conversion. While effective for generating initial values, this approach 
can introduce discrepancies during ODE simulations, making further 
refinement necessary. As noted earlier in Section 2.3.3, and discussed 
in detail later in Section 3.2, 𝐸𝛼 varies significantly with conversion 
for most peaks, and this variation strongly influences the peaks’ shapes. 
To account for this, we scale the 𝐸𝛼 of each peak as a multiple of its 
isoconversional value (Eq. (26)), which allows us to adjust 𝐸𝛼 values 
to improve agreement between simulated and deconvoluted peaks. 
𝐸𝛼,𝑖,𝑛𝑒𝑤 = 𝑓 𝐸𝛼,𝑖 (26)

Thereafter, 𝐴 was expressed in terms of the adjusted 𝐸𝛼 (Eq. (27)), 
and the reaction rate of each peak was expressed as in Eq. (28). 
ln(𝐴𝛼,𝑖) = 𝑎𝐸𝛼,𝑖,𝑛𝑒𝑤 + 𝑏 = 𝑎(𝑓 𝐸𝛼,𝑖) + 𝑏 (27)

𝑑𝛼𝑖
𝑑𝑡

= exp
[

𝑎(𝑓 𝐸𝛼,𝑖) + 𝑏
]

exp
(−𝑓 𝐸𝛼,𝑖

R𝑇

)

𝑓𝑖(𝛼) (28)

Parameters 𝑎, 𝑏, 𝑓 , and a combination of 𝑐, 𝐾, 𝑚, 𝑛, and 𝑝 depending 
on the peak’s empirical reaction model, were optimized separately by 
minimizing the RMSE error between the deconvoluted and simulated 
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Fig. 3. DSC curves of wastewater decomposition at different heating rates with their 
corresponding baselines that include the endothermic segments, and (Inset) enthalpies 
of the exothermic segments highlighted by the shaded areas. Data is for experiments 
at 5 MPa pressure.

curves at all heating rates. The expression for this is similar to the 
one shown in Eq. (25). In addition, the initial conversions (𝛼0) for all 
peaks were also optimized, constrained between bounds of 1𝑒− 12 and 
1𝑒−2. The simulation was performed in Matlab using the forward Euler 
method with adaptive time stepping, which, for this work, was found 
to be on par or better than Matlab’s higher-order stiff ODE solvers in 
terms of convergence and stability. The optimization was performed by 
employing constrained Nelder–Mead [73] and pattern search [74,75] 
methods in tandem. Both methods navigate to promising regions from 
initial values using derivative-free methods, and were found to be 
superior to gradient-descent and stochastic global search methods for 
this problem.

3. Results and discussions

3.1. Thermal decomposition

Fig.  3 shows the blank-corrected DSC curves of the final sludge 
munitions wastewater decomposition under 5 MPa nitrogen pressure 
at different heating rates. The enthalpies of the exothermic segments, 
highlighted by shaded regions, are also shown.

The 𝑇𝑜𝑛𝑠𝑒𝑡 of the exotherms shifts to higher values with increasing 
heating rates, a phenomenon frequently reported in the literature [28,
55,76,77]. This shift is primarily due to kinetic limitations, as higher 
temperatures are required for the reaction to reach the same con-
version under faster heating ramps. A smaller contribution may also 
come from thermal lag, as the sample’s thermal properties differ from 
those of the calibration standards. Additionally, the initial stages of 
the exotherms become more distinct at higher rates, highlighting the 
increased prominence of faster reactions during early decomposition.

Total enthalpies (𝛥𝐻𝑡𝑜𝑡) of the exotherms vary from 1750 J/g at 
5 ◦C/min to 1990 J/g at 15 ◦C/min. The difference between the highest 
and lowest values is therefore about 13%, which is reasonable in DSC 
analysis, and is typically due to heat transfer limitations that are more 
pronounced at higher heating rates [49]. In this case, however, the 
complex nature of the wastewater decomposition contributes additional 
underlying reasons for this phenomenon. First, the decomposition of 
AN and its mixtures is influenced by gaseous intermediates via het-
erogeneous catalysis of the condensed phase, or via homogeneous 
reactions in the gas phase [19,78–81]. Secondly, a significant fraction 
of the decomposition enthalpy is lost with gaseous intermediates and 
products, and is not measured by the DSC [8,82,83] – the primary 
reason why measured 𝛥𝐻𝑡𝑜𝑡 values are lower than the 𝛥𝐻0

𝑟𝑥𝑛 for reac-
tion R1. Experimental 𝛥𝐻𝑡𝑜𝑡 values in this work are therefore governed 
by an intricate mechanism encompassing accumulation and loss of 
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Table 2
Minimum, average and maximum values of 𝐸𝛼 for deconvoluted peaks for 0.1 < 𝛼 < 0.9, 
and difference between 𝐸𝛼,𝑚𝑎𝑥 and 𝐸𝛼,𝑚𝑖𝑛 as percentage of 𝐸𝛼,𝑎𝑣𝑔 in this range.
 Peak 𝐸𝛼,𝑚𝑖𝑛 𝐸𝛼,𝑎𝑣𝑔 𝐸𝛼,𝑚𝑎𝑥 𝐸𝛼,𝑑𝑖𝑓𝑓  
 (kJ/mol) (kJ/mol) (kJ/mol) (%)  
 1 58.5 63.99 68.86 16.2  
 2 75.70 77.81 84.39 11.2  
 3 195.44 206.42 209.83 7.0  
 4 130.94 139.25 145.14 10.2  
 5 123.59 139.56 158.95 25.3  
 6 145.50 168.14 191.63 27.4  
 7 201.55 212.04 220.63 9.0  

reactive intermediates, and loss of sensible heat. Nevertheless, the 
exotherms have similar profiles and spans at all heating rates, and the 
variation in enthalpies is reasonable, and we consider the experimental 
results to be reliable for further kinetic analysis.

3.2. Mathematical deconvolution and isoconversional analysis

Following the procedures outlined in Section 2.3, the composite 
exotherms at all heating rates were deconvoluted into seven peaks, 
which are shown in Fig.  4. The deconvolution results are excellent (𝑟2 ≥
0.999), and the residuals are close to zero except for certain segments 
with noise.

The enthalpy of each peak (𝛥𝐻𝑖) is calculated from the area under 
its curve, and Fig.  5 shows the enthalpies of all deconvoluted peaks at 
different heating rates. While the total enthalpy of the overall exotherm 
remains fairly consistent at all heating rates (Fig.  3), the individual 
enthalpies of deconvoluted peaks vary, some by large margins. Never-
theless, clear trends emerge in these variations. It is likely that allowing 
small variations in the width and shape parameters of the deconvoluted 
peaks at different temperature ramps has allowed the deconvolution 
procedure to account for heating rate-induced changes to the pseudo-
reactions represented by these peaks, which is typically not the case 
with this procedure [20].

The reaction rate (𝑑𝛼∕𝑑𝑡) and conversion (𝛼) curves of all deconvo-
luted peaks are shown in Figs.  6 and 7 respectively. As expected, the 
conversion curves shift to higher temperatures with increasing heating 
rates without intersecting, exhibiting key characteristics that validate 
their suitability for further kinetic analysis.

The isoconversional activation energy (𝐸𝛼) of all deconvoluted 
peaks are shown in Fig.  8. For each peak, the minimum, average, and 
maximum values of 𝐸𝛼 (𝐸𝛼,𝑚𝑎𝑥, 𝐸𝛼,𝑚𝑖𝑛, and 𝐸𝛼,𝑎𝑣𝑔) between conversions 
of 0.1 and 0.9, and the differences between the minimum and max-
imum 𝐸𝛼 as percentages of the average 𝐸𝛼 in this range, expressed 
as 𝐸𝛼,𝑑𝑖𝑓𝑓 , are provided in Table  2. Per the ICTAC kinetics committee 
guidelines, a deconvoluted peak can be considered to be a single-step 
process if its 𝐸𝛼,𝑑𝑖𝑓𝑓  is less than 10%–20% [20].

From the values of 𝐸𝛼,𝑑𝑖𝑓𝑓  in Table  2, it is seen that five out of 
seven deconvoluted peaks (peaks 1, 2, 3, 4, and 7) have 𝐸𝛼,𝑑𝑖𝑓𝑓 < 20%
and can be considered to represent a single-step process. However, it 
is more likely that these peaks represent multiple processes limited 
by a single reaction or physical phenomenon, and insights into the 
underlying processes could theoretically be obtained from the 𝐸𝛼 − 𝛼
dependence. For peaks 1 and 7, 𝐸𝛼 decreases linearly with 𝛼 – such 
phenomenon has been attributed to reversible reactions or a switch 
from chemical to diffusion-limited process in literature [25,52].

Peak 2 exhibits a near constant 𝐸𝛼 for 0.1 < 𝛼 < 0.9, suggesting 
an effectively single-step process. However, 𝐸𝛼 rises sharply for 𝛼 >
0.9. Interestingly, the 𝐸𝛼 profile of peak 3 for 𝛼 < 0.1 begins where 
peak 2’s profile ends, showing a similar rapid increase. This continuity 
suggests that an intermediate step between peaks 2 and 3 may have 
been partially incorporated into both during the deconvolution process, 
which aimed to minimize the number of peaks. A similar transition 
in the 𝐸  profile of a complex reaction with two steps with different 
𝛼



R. Adhikari et al. Thermochimica Acta 750 (2025) 180038 
Fig. 4. Mathematical deconvolution of the exothermic segments of DSC curves of the munitions wastewater decomposition. The composite exotherms are resolved into seven peaks, 
the minimum number of peaks required for each peak to be defined by a reaction model with 𝑟2 ≥ 0.95.
Fig. 5. Enthalpies of the deconvoluted peaks (𝛥𝐻𝑖) at experimental heating rates. 
Experimentally observed 𝛥𝐻𝑡𝑜𝑡 for each heating rate can be recovered by summing 
the 𝛥𝐻𝑖 of the corresponding individual peaks. Noticeable patterns emerge in the 
dependence of 𝛥𝐻𝑖 on heating rate, which is expected due to the collective influence of 
reaction kinetics, residence times of gaseous intermediates, and heat transfer limitations.

activation energies is reported in [52]. This continuity in 𝐸𝛼 profiles 
between adjacent peaks is observed in most transitions, with exceptions 
being the progressions from peak 1 to 2 and from peak 5 to 6.

A comparison of the 𝐸𝛼 profile of peak 3 with characteristic 𝐸𝛼 − 𝛼
dependencies [84] reveals that its initial stages show characteristics 
of competing reactions, while its final stages align with diffusion-
controlled processes. Both competing reactions and diffusion-governed 
processes are features of the munitions wastewater decomposition due 
to the presence of multiple reacting species and heterogeneous reac-
tions. The comparison indicates that while peak 3 has minor varia-
tions in 𝐸𝛼 at relevant conversions, it is likely governed by different 
physicochemical processes across its conversion.

Peaks 4, 5, and 6 exhibit roughly linearly increasing values of 
𝐸𝛼 with 𝛼 except at low or high conversions. This feature has been 
attributed to the gradual heating of the sample sequentially initiating 
low activation energy reactions first and high activation energy reac-
tions at higher temperatures [56]. Alternatively, this phenomenon has 
also been attributed to competition between parallel reactions [85,86]. 
Both explanations suggest the presence of multiple reactions underlying 
these peaks, which for peaks 5 and 6, is evident from the variation in 
𝐸𝛼 values, provided in Table  2.

These discussions demonstrate that mathematical deconvolution 
using the Fraser-Suzuki function, followed by isoconversional analysis 
using the Friedman method, and examination of the 𝐸𝛼−𝛼 dependence 
of deconvoluted peaks can provide a robust foundation for further 
deconvolution of a multi-step process into single-step processes. This 
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approach could potentially lead to further breakdown of peaks 5 and 6, 
and the introduction of additional peaks between those exhibiting sharp 
𝐸𝛼 changes at extreme conversions and continuity in such changes 
between adjacent peaks. However, our focus is on reproducing the 
deconvoluted curves with empirical reaction models, which is discussed 
in the following section.

3.3. Model fitting on deconvoluted peaks

The frequency factor 𝐴 and the reaction model 𝑓 (𝛼) of the de-
convoluted peaks were determined simultaneously by employing the 
techniques outlined in Section 2.3.3. For each peak, the reaction model 
that yielded the lowest RMSE, which coincided with the highest 𝑟2
value, was considered to be the governing mechanism.

Mechanistic model fits
The best mechanistic model fit results for the deconvoluted peaks 

are shown in Fig.  9. These include two Avrami-Erofeev nucleation 
models A1.5 and A4 (Eqs.  (29) and (30)), and the exponent power 
second-order nucleation model E2 (equation (31)). 

𝑓𝛼, 𝐴1.5 = 1.5(1 − 𝛼)[−ln(1 − 𝛼)]1∕3 (29)

𝑓𝛼, 𝐴4 = 4(1 − 𝛼)[−ln(1 − 𝛼)]3∕4 (30)

𝑓𝛼, 𝐸2 = 0.5𝛼 (31)

The 𝑟2 values of the mechanistic model fits range from 0.92 to 
0.97, indicating that these models provide good fits to the deconvo-
luted peaks, but are likely insufficient for a predictive reduced-order 
model. Nevertheless, comparison of these fits with 𝐸𝛼 profiles (Fig. 
8) reveals that deviations between the model fits and deconvoluted 
curves correspond to clear shifts in the corresponding 𝐸𝛼 profiles. For 
peaks with linear 𝐸𝛼 profiles (peaks 1 and 7), the model fits align with 
deconvoluted curves at all conversions. For peaks with sharp variations 
and inflections in their 𝐸𝛼 profiles (peaks 2 to 6), the model fits exhibit 
deviations at corresponding conversions. This observation supports the 
idea that 𝐸𝛼 variations, even outside the 0.1 < 𝛼 < 0.9 range, may 
indicate multiple underlying processes, even for effectively single-step 
peaks. Further investigation on this matter is beyond the scope of this 
work, however.
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Fig. 6. Reaction rate (𝑑𝛼∕𝑑𝑡) curves of deconvoluted peaks at different heating rates.
Fig. 7. Conversion (𝛼) curves of deconvoluted peaks at different heating rates.
Fig. 8. 𝐸𝛼 of deconvoluted peaks obtained with the Friedman method.

Empirical model fits

The best empirical models for all deconvoluted peaks are shown in 
Fig.  10. For peaks 1 to 4, best fits were obtained with two formula-
tions of the autocatalytic Šesták-Berggren model (Eqs.  (21) and (22)). 
Theoretically, Eq. (21) collapses to Eq. (22) when 𝑐 = 1; the results 
therefore reflect the limitations of the optimization techniques to nav-
igate the complex optimization landscape. Regardless, these empirical 
models capture the autocatalytic nature of the munitions wastewater 
decomposition. Peaks 5 to 7 are best fitted with the Šesták-Berggren 
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model (Eq. (20)) proposed by Šesták and Berggren [68]. This model is 
capable of representing all forms of reaction models depending on the 
combination of parameters 𝑚, 𝑛, and 𝑝 [25], allowing it to reproduce 
the complex behavior due to the superposition of multiple steps in 
peaks 5 and 6. While empirical model fits do not generally provide 
insights into the physicochemical processes of the reactions they rep-
resent, they offer better fits to the mathematically deconvoluted peaks 
to build a predictive model, which is the focus of this work.

Values of the coefficient of determination (𝑟2) for these fits vary 
between 0.968 and 0.997, indicating excellent fits. Visual inspection 
confirms good alignment between the deconvoluted peaks and empir-
ical model fits. Therefore, we use the best-fitting empirical models in 
subsequent steps to build our reduced-order model.

3.4. Reduced-order model

The objective of the kinetic analysis performed so far, including 
mathematical deconvolution of the composite exotherm, followed by 
isoconversional analysis and model fitting on deconvoluted peaks, is 
to estimate the number of individual peaks required to model the 
wastewater decomposition, and obtain reliable initial values for kinetic 
parameters of these peaks. The kinetic parameters obtained so far were 
further optimized by minimizing the RMSE values between the decon-
voluted and simulated peaks obtained by solving their 𝑑𝛼∕𝑑𝑡 ODEs. The 
simulated 𝑑𝛼∕𝑑𝑡 and 𝛼 curves at all heating rates are compared with the 
deconvoluted ones in Figs.  11 and 12 respectively.
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Fig. 9. The best mechanistic reaction model fits for the seven peaks comprising the composite exotherm of the munitions wastewater decomposition. All peaks are governed by 
nucleation mechanisms, including the Avrami-Erofeev and exponent power nucleation mechanisms.
Fig. 10. The best empirical reaction mechanisms for the seven peaks comprising the composite exotherm of the munitions wastewater decomposition. Peaks 1 to 4 are represented 
by the autocatalytic Šesták-Berggren model, reflecting the autocatalytic nature of the wastewater decomposition. The multi-step processes captured in peaks 5 and 6 are best 
represented by the flexible Šesták-Berggren model.
Comparison of simulated curves with deconvoluted curves in Figs. 
11 and 12 shows excellent agreement between the two for peaks 3, 4, 5, 
and 6. This demonstrates that the method employed here can reproduce 
even multi-step processes corresponding to peaks 5 and 6. However, the 
agreement is poorer for peak 1, particularly at the lowest heating rate 
of 5 ◦C/min. The 𝑇𝑜𝑛𝑠𝑒𝑡 for peak 1 at this heating rate is much lower 
than at other heating rates, which is a feature of the experimental data 
itself (Fig.  3). For peak 1, our model has not replicated this feature 
accurately. However, the same phenomenon is observed in the 𝑑𝛼∕𝑑𝑡
curves of peak 7, for which the 𝑇𝑜𝑛𝑠𝑒𝑡 of the simulated curve at 5 ◦C/min 
aligns closely with that of the corresponding deconvoluted peak.
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The simulated 𝑑𝛼∕𝑑𝑡 curves of peak 2 have shoulders near their 
𝑇𝑒𝑛𝑑𝑠𝑒𝑡. The reason for this is found in the 𝐸𝛼 profile of peak 2 (Fig. 
8), which shows a sharp increase in 𝐸𝛼 when 𝛼 nears 1. Since the 
frequency factor for each peak is represented as a linear function of 
𝐸𝛼 according to Eq. (17), the pseudo-reaction represented by peak 2 
becomes much faster in this region, resulting in the shoulders instead of 
the slowly decaying feature of the deconvoluted peak seen in Fig.  4. The 
likelihood of a minor single-step process between peaks 2 and 3 being 
incorporated in both was discussed earlier based on 𝐸𝛼 profiles and 
mechanistic model fits of these peaks (Figs.  8 and 9 respectively). The 
shoulders observed in simulated curves of peak 2 are likely fitting arti-
facts/discrepancies resulting from this incorporation, a consequence of 
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Fig. 11. Reaction rate (𝑑𝛼∕𝑑𝑡) curves of simulated peaks compared to those of deconvoluted peaks at different heating rates. Simulated peaks were obtained by ODE optimization 
of each peak’s kinetic parameters (Eq. (18)) individually.
Fig. 12. Conversion (𝛼) curves of simulated peaks compared to those of deconvoluted peaks at different heating rates. These curves were obtained from numerical integration of 
the corresponding 𝑑𝛼∕𝑑𝑡 curves in Fig.  11.
our strategy to deconvolute the composite exotherm into as few peaks 
as possible. It is therefore probable that better fits can be obtained for 
peak 2 at all conversions if an additional peak is introduced during the 
deconvolution procedure.

Our reduced-order model is obtained by combining the simulated 
𝑑𝛼∕𝑑𝑡 curves of deconvoluted peaks with their weights to reproduce the 
composite exotherm of the wastewater decomposition. Fig.  13 shows 
the weights of all peaks obtained as 𝑤𝑖,𝛽 = (𝛥𝐻𝑖∕𝛥𝐻𝑡𝑜𝑡)𝛽 , where 𝛽 is the 
heating rate. Table  3 presents the reaction rate expressions for all peaks, 
obtained by substituting the selected empirical reaction models into 
equation (28), and also lists all optimized parameter values required 
to solve the reduced-order model. The 𝐸𝛼 − 𝛼 profiles of all peaks 
depicted in Fig.  8 are provided in Appendix A. While solving the model, 
11 
the 𝐸𝛼 values for these peaks at any step are determined through 
linear interpolation or extrapolation of the corresponding 𝐸𝛼−𝛼 profile, 
based on the current 𝛼𝑖 value. To prevent erroneous results at extreme 
conversions, the 𝐸𝛼 value is set to be at least 100 J/mol for all 𝛼, and 
the pre-exponential factor 𝐴 is set to be at least 1 × 10−3.

Clear patterns emerge when observing the dependence of a peak’s 
weight on the heating rate — the weights of six out of seven peaks in-
crease or decrease in either a linear or a sigmoidal fashion. The weight 
of peak 2 increases linearly from 5 to 15 ◦C/min but remains stable 
from 15 to 20 ◦C/min. All these trends can be effectively captured in 
different sections of a modified ‘‘flat-top’’ Gaussian peak. Therefore, the 
weights of all peaks were modeled with Eq. (32), where 𝑖 is the index 
of the deconvoluted peaks, 𝛽 is the heating rate, and parameters 𝑎, 𝑏, 
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Table 3
Formulations of rate equations, and optimized values of parameters required to solve the reduced-order model of munitions wastewater decomposition. The 𝐸𝛼 profiles of 
deconvoluted peaks reaction are shown in Fig.  8 and provided in Appendix A.
 Optimized parameters values
 Rates of deconvoluted peaks reactions 𝑎 𝑏 𝑐 𝑓 𝑚 𝑛 𝑝 𝛼0  
 �̇�1 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝑐𝛼𝑚(1 − 𝛼)𝑛 2.6e−4 3.23 7.4e−4 0.75 1.1 1.2 – 9.9e−9 
 �̇�2 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝑐𝛼𝑚(1 − 𝛼)𝑛 3e−4 2.91 1.7e−5 0.76 0.89 2.1 – 1e−12  
 �̇�3 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛 1.9e−4 0.29 – 0.94 0.61 1.1 – 1e−12  
 �̇�4 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛 1.7e−4 1.76 – 0.98 0.72 1.3 – 1e−3  
 �̇�5 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛[−ln(1 − 𝛼)]𝑝 1.6e−4 2.5 – 1 −1.8 1.2 2.6 7.9e−3 
 �̇�6 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛[−ln(1 − 𝛼)]𝑝 1.8e−4 0.71 – 0.98 −1.5 1.1 2.6 3.6e−3 
 �̇�7 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛[−ln(1 − 𝛼)]𝑝 1.9e−4 0.02 – 0.77 −0.05 0.92 1.1 3e−12  
 Parameters for peaks’ weights calculation 𝑎 𝑏 𝑐 𝑑 𝑒  
 Peak 1 0.0119 0.4022 0.0649 2.0398 0.0305  
 Peak 2 0.1610 0.2898 0.3934 1.1502 0.0074  
 Peak 3 0.0825 0.3901 0.0409 1.9300 0.1366  
 Peak 4 0.2044 −0.0120 0.2339 2.7205 −0.0065  
 Peak 5 0.3863 0.4997 0.4235 2.2731 0.0054  
 Peak 6 0.2817 −0.1153 0.3964 1.0394 0.0712  
 Peak 7 0.2111 −0.1088 0.1048 1.8917 0.0123  
Fig. 13. Comparison of weights (𝛥𝐻𝑖∕𝛥𝐻𝑡𝑜𝑡) of deconvoluted peaks (bars) with weights simulated with a modified ‘‘flat-top’’ Gaussian function (plots with markers). 
and 𝑐 represent the amplitude, position, and standard deviation of the 
fitted function, respectively. Parameter 𝑑 can introduce a flat-top in 
the fitted curve depending on its value, and parameter 𝑒 represents the 
minimum weight of a peak. Eq. (32) reduces to the typical Gaussian 
function when 𝑑 = 2 and 𝑒 = 0. 

𝑤𝑖,𝛽 = 𝑎𝑖 exp
[

−(𝛽 − 𝑏𝑖)𝑑

2𝑐2𝑖

]

+ 𝑒 (32)

Parameters 𝑎, 𝑏, 𝑐, 𝑑, and 𝑒 for all peaks were simultaneously 
optimized using constrained pattern search method. Constraints im-
posed include lower and upper bounds based on experimental (decon-
voluted) weights distributions, and non-linear constraints to enforce 
non-negative weights summing to 1 for each heating rate. As in pre-
vious steps, these bounds were imposed to prevent incorrect values 
without overly restricting the solution space. The modeled weights 
show good agreement with the deconvoluted peaks’ weights across all 
experimental heating rates.
12 
Fig.  14 compares the simulated overall 𝑑𝛼∕𝑑𝑡 and 𝛼 curves of 
the wastewater decomposition with the experimental ones, and also 
reports the 𝑟2 values of the fits. The simulated 𝑑𝛼∕𝑑𝑡 curves at 10 and 
20 ◦C/min have 𝑟2 values above 0.995, indicating excellent fits with 
the experimental results, which is confirmed by visual inspection of 
Fig.  14. However, the simulated 𝑑𝛼∕𝑑𝑡 curves at 5 and 15 ◦C/min have 
𝑟2 values of 0.9201 and 0.9302 respectively, indicating comparatively 
poorer fits. The simulated curves at these heating rates do not align 
with the experimental ones in the initial stages of the exotherm, but 
have very good fits elsewhere. This is reflected in the fits between 
experimental and simulated conversion curves, which have 𝑟2 ≥ 0.997
in all cases. Such differences in 𝑟2 values between differential (𝑑𝛼∕𝑑𝑡) 
and integral (𝛼) data are typical, due to the smoothing of noise and 
fluctuations in differential data upon integration, and the cumulative 
nature of integral data.
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Fig. 14. Comparison of experimental and reduced-order model (left) 𝑑𝛼∕𝑑𝑡 and (right) 𝛼 curves of the exotherms of the munitions wastewater decomposition at different heating 
rates. Simulated curves were obtained by combining separately optimized kinetic and weights (contributions) parameters of individual deconvoluted peaks.
-

Table 4
A simplified reaction network representing the multi-step model of the 
munitions wastewater decomposition.
 Step Reaction  
 a H2O  (l) 𝑘𝐻2𝑂

←←←←←←←←←←←←←←←←←←→ H2O  (g)  
 b AN

𝑘𝑖𝑜𝑛,𝑒𝑓𝑓
←←←←←←←←←←←←←←←←←←←←←←←←→ AN*  

 c AN*
𝑘𝑟𝑎𝑑
←←←←←←←←←←←←←←←←←→ AN**  

 d MAN
𝑏𝑎𝑟𝑟𝑖𝑒𝑟𝑙𝑒𝑠𝑠
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ MAN* + MAN** + MAN*** 

 1 5AN* + DMAN 𝑘1
←←←←←←←←←←←←←←←←←→ P1  

 2 8AN* + TMAN 𝑘2
←←←←←←←←←←←←←←←←←→ P2  

 3 7AN* + RDX + HMX 𝑘3
←←←←←←←←←←←←←←←←←→ P3  

 4 AN*
𝑘4

←←←←←←←←←←←←←←←←←→ P4  
 5 2 x AN* + xMAN* 𝑘5

←←←←←←←←←←←←←←←←←→ P5  
 6 2 y AN** + yMAN** 𝑘6

←←←←←←←←←←←←←←←←←→ P6  
 7 2 z AN** + zMAN*** 𝑘7

←←←←←←←←←←←←←←←←←→ P7  

We determine from visual inspection of Fig.  14 and reported 𝑟2
values that our reduced-order model is capable of predicting the ther-
mal decomposition behavior of the munitions wastewater with high 
fidelity, except at the lowest heating rate of 5 ◦C/min. However, we 
note that while the obtained solution is robust and provides a reliable 
description of the process, it does not necessarily represent the global 
optimum. It is also worth noting that these results have been obtained 
by analysis of the DSC data alone, without employing other analytical 
techniques or considering relevant mechanistic information. Moreover, 
further improvement might be gained by introducing additional peaks 
during the deconvolution procedure based on the 𝐸𝛼 profiles and model 
fits of the deconvoluted peaks. This highlights the strength of our hier-
archical approach in developing an accurate model of the wastewater 
decomposition, which is a complex process comprising many highly 
overlapped and mutually interacting steps.

3.5. Multi-step model

As the final step, we develop a multi-step model of the wastewater 
decomposition by expanding upon the reduced-order model and in-
corporating mechanistic information about the decomposition process. 
A simplified reaction network shown in Table  4 is constructed, and 
the multi-step model’s prediction of the wastewater decomposition is 
obtained by solving this reaction network. The detailed procedure for 
developing this network is provided in the supplementary material 
Appendix A.

The reaction network consists of precursor reactions (a, b, c, and d) 
that affect the 𝑇𝑜𝑛𝑠𝑒𝑡 of the wastewater decomposition exotherms, but 
are assumed to not contribute to the experimental exothermic signals. 
The network also consists of semi-global reactions 1 to 7 comprising 
the wastewater decomposition assigned to deconvoluted peaks. Here, 
13 
P1 to P7 represent the products of these semi-global reactions, and 
would include only CO2, N2, H2O, and N2O in case of ideal (complete) 
reactions, as illustrated in reactions SR1 to SR6 in the accompanying 
supplementary material. Parameters 𝑥, 𝑦, and 𝑧 add to 1, preserving the 
stoichiometric coefficient of the overall reaction between AN and MAN 
(Eq. SR1).

Formulations of the reaction rate equations, and optimized values 
of all parameters required to solve the reaction network are tabulated 
in Table  5. Parameters to calculate peaks’ weights are the same as the 
ones provided in Table  3. The formulations pertaining to the precursor 
reactions are derived in the supplementary material Appendix A.

The overall 𝑑𝛼∕𝑑𝑡 and 𝛼 curves from the multi-step model show 
good agreement with the experimental curves in Fig.  15. The 𝑟2 values 
for these fits are comparable to those obtained from the reduced-order 
model, primarily because most of the optimized kinetic parameters are 
the same as their initial values obtained from the reduced-order model. 
This is consistent with prior findings in literature about final results 
depending considerably on the initial values [20,27], especially when 
optimizing a large number of parameters.

Theoretically, results from the multi-step model shown in Fig.  15 
should show improvements over the results from the reduced-order 
model. However, the additional parameters in the multi-step model 
increase the optimization complexity and hinder convergence to the 
global optimum. Stochastic global optimization methods, despite their 
potential to address this issue, performed poorly compared to the pat-
tern search method, and frequently returned objective functions many 
orders of magnitude higher, while being much more computationally 
expensive. This phenomenon occurs for any combination of moderately 
low 𝐸 and high 𝐴 values that results in sharp, tall peaks, and large 
errors.

These observations reinforce the ICTAC kinetics committee’s recom-
mendation to use as few steps as possible, and obtain reliable initial 
kinetic estimates, when modeling multi-step processes [20]. They also 
highlight the strength of our hierarchical approach in providing reliable 
estimates, and the effectiveness of using deterministic optimization 
techniques to efficiently refine them.

Fig.  16 shows the evolution of reactants in the wastewater, and 
products from its ideal decomposition at 20 ◦C/min as their temperature
dependent concentrations normalized by their initial and final con-
centrations, respectively. The ODE simulation of the multi-step model 
begins at 170 ◦C, the decomposition temperature of AN. This model 
predicts that N2O is the initial product to form, which aligns with 
the results from analysis of emissions from the wastewater provided 
in [8], albeit from 0.5 MPa experiments. However, the concentration 
profiles also reflect the simplifying assumptions made in constructing 
the reaction network. For instance, although MAN decomposes at 
251 ◦C, the model assumes its instantaneous, barrierless decomposition 
into MAN*, MAN**, and MAN***. While the AN* from AN dissociation 
is produced at temperatures above 200 ◦C, products of reactions 
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Table 5
Formulations of rate equations, and optimized values of parameters required to solve the multi-step model of munitions wastewater decomposition. Parameters for peaks’ weights 
are provided in Table  3. The 𝐸𝛼 profiles of deconvoluted peaks reaction are shown in Fig.  8 and provided in Appendix A.
 Optimized parameters values
 Rates of precursor reactions ln(𝐴) 𝐸(kJ∕mol) 𝑛 𝑝 𝑞 𝑟 𝛼𝑚 𝑠 𝑡  
 �̇�𝑎 = 𝐴T𝑛 exp

(

−𝐸
R𝑇

)

(1 − 𝛼)𝑝 1
𝛽𝑞

24.2 110 −2.1 4.9 4.1 – – – –  
 �̇�𝑏 = 𝑘𝑖𝑜𝑛,𝑒𝑓𝑓 [𝐴𝑁]𝑝 = 𝑘𝑖𝑜𝑛 × 𝑘𝑖𝑛ℎ [𝐴𝑁]𝑝 – – – 3.4 – – – – –  
  𝑘𝑖𝑜𝑛 = 𝐴T𝑛 exp

(

−𝐸
R𝑇

)

47.1 191 2 – – – – – –  
  𝑘𝑖𝑛ℎ =

[

1
1+𝑟 exp(𝛼𝑚−𝑠 𝛼𝐻2𝑂

)

]𝑡

– – – – – 39.5 2.1 46.6 2.6  
 �̇�𝑐 = 𝐴T𝑛 exp

(

−𝐸
R𝑇

)

[𝐴𝑁*]𝑞 3.1 130 2.8 – 1 – – – –  
 Rates of deconvoluted peaks reactions 𝑎 𝑏 𝑐 𝑓 𝑚 𝑛 𝑝 𝑥/𝑦/𝑧 𝛼0  
 �̇�1 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝑐𝛼𝑚(1 − 𝛼)𝑛 2.6e−4 3.23 7.4e−4 0.75 1.1 1.2 – – 9.9e−9 
 �̇�2 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝑐𝛼𝑚(1 − 𝛼)𝑛 3e−4 2.91 1.7e−5 0.76 0.89 2.1 – – 1e−12  
 �̇�3 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛 1.9e−4 0.29 – 0.94 0.61 1.1 – – 1e−12  
 �̇�4 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛 1.7e−4 1.76 – 0.98 0.72 1.3 – – 6.6e−4 
 �̇�5 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛[−ln(1 − 𝛼)]𝑝 1.6e−4 2.5 – 1 −1.8 1.2 2.6 0.64 8.2e−3 
 �̇�6 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛[−ln(1 − 𝛼)]𝑝 1.8e−4 0.71 – 0.98 −1.5 1.1 2.6 0.23 3.6e−3 
 �̇�7 = 𝑒𝑥𝑝(𝑎(𝑓 𝐸𝛼 ) + 𝑏) exp

(

−𝑓 𝐸𝛼

R𝑇

)

𝛼𝑚(1 − 𝛼)𝑛[−ln(1 − 𝛼)]𝑝 1.9e−4 0.02 – 0.77 −0.05 0.92 1.1 0.14 3e-12  
Fig. 15. Comparison of experimental and multi-step model (left) 𝑑𝛼∕𝑑𝑡 and (right) 𝛼 curves of the exotherms of the munitions wastewater decomposition at different heating rates. 
In the multi-step model, the peak profiles are influenced by both its kinetic parameters, and availability of and competition over reactants.
between AN* and fuel species shown in the reaction network only 
appear after the experimental 𝑇𝑜𝑛𝑠𝑒𝑡 of the exotherm. Their production 
is therefore governed by the kinetic parameters of the corresponding 
deconvoluted peaks, which potentially reflect the higher activation 
energies of decomposition of the participating fuel species.

Despite the challenges associated with kinetic modeling of complex 
multi-step processes, both the reduced-order and multi-step models 
accurately replicate the experimental exotherms and conversion curves 
of the wastewater decomposition. These results highlight the potential 
of our hierarchical approach for rigorous kinetic analysis of complex re-
actions with computationally efficient techniques, and without the need 
for reliable mechanistic information, experimental data from multiple 
analytical techniques, or knowledge of the sample composition.

4. Conclusions

A high-fidelity reduced-order model describing the thermal decom-
position of ammonium nitrate (AN)-laden munitions wastewater was 
developed using a hierarchical approach to multi-step kinetic analysis. 
In doing so, this work demonstrated a rigorous framework for accurate 
empirical modeling of highly overlapped processes by analyzing exper-
imental data from a single thermal analysis technique, without prior 
knowledge of sample composition or reaction behavior.
14 
At the core of this framework is an iterative deconvolution proce-
dure applied directly to experimental heat flow signals and residuals 
that provides reliable estimates for peak weights based on enthalpy 
contributions, and enables their independent modeling. Various reac-
tion models are fitted to the resolved peaks individually, and resulting 
kinetic parameters for the best-fitting models are further refined and 
combined with the peak weights to construct the reduced-order model. 
This approach breaks the modeling process into manageable steps, en-
abling granular control and the application of computationally efficient 
techniques at each stage.

The reduced-order model was extended into a multi-step model by 
assigning semi-global reactions comprising the wastewater decomposi-
tion to individual peaks, based on alignment between peak character-
istics and expected reaction behaviors. Predictions from the multi-step 
model regarding product evolution were consistent with limited exper-
imental observations available, and both models achieved 𝑟2 values of 
0.996 or higher with experimental conversion curves.

It is important to clarify that good agreement with experimental 
results does not imply that the models identify definitive reaction 
pathways or exact kinetic parameters, nor is that the intent of this 
work. Instead, this work focuses on demonstrating a practical modeling 
approach for complex systems for which such details are inaccessible or 
difficult to obtain. By providing a detailed account of this methodology, 
we aim to offer a practical framework that could be adapted for kinetic 
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Fig. 16. Profiles of relative concentrations of (top) reactants and (bottom) products 
of ideal wastewater decomposition at 20 ◦C/min, as determined from the multi-step 
model.

analysis of other complex, multi-step systems. While the empirical 
nature of the models limits their utility for mechanistic interpretation, 
the results presented here demonstrate that the proposed methodology 
provides a strong foundation for its broader application to kinetically 
complex processes.
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